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ABSTRACT

Airborne microwave radiometers for salinity remote sensing have advanced to a point where operational
surveys can be conducted over the inner continental shelf to observe the evolution of freshwater plumes
emanating from rivers and estuaries. To determine seawater microwave emissivity, and hence conductivity
and salinity, precisely and accurately demands high instrument sensitivity, stability, and sampling rates: such
requirements involve significant design trade-offs. The Salinity, Temperature. and Roughness Remote
Scanner (STARRS) was developed to enhance these features relative to existing instruments. The authors
describe here key elements of the STARRS design and the results of early performance assessments and
deployments. During early deployments, the instrument performed well in areas of moderate to high
salinity signal-to-noise ratio, but more homogenous areas revealed band-limited random signal fluctuations
on the order of a 6-min period and -1-K amplitude that were of internal origin. Detailed analyses of
laboratory and field tests revealed that internal "'flicker." or 1/f noise (having spectral roll-off proportional
to the reciprocal of frequency f), was the main source of these fluctuations. The instrument was modified
to eliminate the random fluctuations and to further enhance sensitivity and stability. Laboratory tests and
recent field deployments show that the upgrade improved instrument performance dramatically, to the
extent that continental shelf scale areas with relatively homogenous salinity distributions can now be
surveyed reliably using STARRS.

1. Introduction open ocean SSS and terrestrial soil moisture globally
with a spatial resolution of order 50 km are under de-T'echnology for passive microwave remote sensing of veomn(Lgrefta.195.T semsos -

sea surface salinity (SSS) has progressively advanced in dudet Eu roe e agn (EA) s oil iu

the last two decades, so that operational airborne map- clude the European Space Agency (ESA) Soil Moisture

ping of coastal salinity distributions at -0.5-km spatial and the Nainl AerOautisin Sae Administra-

scales is now possible (see Burrage et al. 2003, 2002a for and the National Aeronautics and Space Administra-
brief reviews), and satellite missions intended to map tion (NASA) Aquarius mission (Le Vine et al. 2006).

In the early 1990s, the Microwave Remote Sensing

Laboratory (MIRSL) at the University of Massachu-
* Naval Research Laboratory Contribution Number NRL/JA/ setts at Amherst, along with Quadrant Engineering Inc.

7330-05-5313. (now ProSensing Inc.) and funding from the National
Oceanic and Atmospheric Administration (NOAA),

Corresponding author address: Dr. Derek M. Burrage, Ocean developed a single-channel, multibeam L-band micro-
Sciences Branch, Code 7332, Naval Research Laboratory, Stennis wave imaging instrument called the Scanning Low Fre-
Space Center, MS 39529. quency Microwave Radiometer (SLFMR: Goodberlet
E-mail: burrage@nrlssc.navy.mil and Swift 1993). The SLFMR was subsequently dupli-
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TABLE 1. Original STARRS L-band radiometer performance specifications design (column 3) delivered (column 4). Adapted from
ProSensing Inc. (2001, their Table 4.1, p. 13).

Component
assembly Parameter Design specification Delivered specification

Receivers Type Hach Yes
Frequency 1.413 GHz Yes
Bandwidth 24 MHz Yes
I-s NEDT (.16 K 0.34 K* 0.38 - 0.08 K
Range 3-3000 K 0 4999 K

Antenna Type 8 x 8 microstrip patch array Yes
Polarization Linear, Vertical Linear, Vertical
Beamwidth (3 dB) 15'/170 15"/12"- 16.5"
Along/cross track
Beam incidence angles 370,  22', 80, 8'. 220 , 37' 38.5", 21.0 °

. 6.5",
(3 L-3 R) 7.5', 22.0", 38.5'
Max sidelobe (dB) below main lobe level (3 L-3 R) 2(/12 24/(12, 11. 12, 14. 13, 11)
Along/cross track

System Size (L x W x H) 1.016 x 1.016 x 0.178 in L.016 x 1.(16 x (.254 m
Weight 120 lb or 54.4 kg 145 lb or 65.8 kg
Electronics power needs 80 W 73 W
Max heater power needs 800 W 600 W (d 50 V

* NEDT standardized to 1 s, estimated using procedures described in ProSensing Inc. (20(11, p. 13; upper value) (2002: lower value) as

discussed in text.

cated for an Australian research consortium. These in- were previously implemented in hardware (such as an-
struments, designed to map SSS from an aircraft, were tenna/reference load 'thopping ') are now executed in
used in a variety of remote sensing surveys of estuarine software, while data processing is carried out in real
and coastal regions (Goodberlet et al. 1997; Miller et al. time or, optionally, in a postprocessing mode. The re-
1998; Miller 2000; D'Sa et al. 2001; Johnson et al. 2002, suiting operational flexibility allows the instrument to
unpublished manuscript; Burrage et al. 2002b,c, 2003). be modified 'bn the fly, " that is, without changing hard-
Based on this experience and a desire to improve in- ware. Software modifications usually at least include
strument sensitivity and calibration, specifications were changes to uniform or even irregular sampling times
developed (Table 1) for a new six-channel microwave and intervals, but they may extend to synthetic beam
instrument system, the Salinity, Temperature and forming, as in the electronically steered thinned array
Roughness Remote Scanner (STARRS; ProSensing radiometer (ESTAR) (Le Vine et al. 1994) and other
Inc. 2001: Miller and Goodberlet 2004). Design and traditional hardware functions. Thus, sampling schemes
development of STARRS by Quadrant Engineering can be optimized for particular applications. STARRS
began under Naval Research Laboratory (NRL) con- was designed from the outset to allow such sampling
tract in May 2000 and it was first deployed operation- flexibility; for example, sensitivity could be enhanced
ally in October 2001. Unlike its predecessor, STARRS by increasing the time spent observing the antenna ver-
combines three radiometers in one system. These op- sus the thermally stabilized internal loads.
erate in the L, C, and IR bands to measure surface Though advantageous, the resulting sampling com-
conductivity, sea surface roughness, and sea surface plexity can make objective performance intercompari-
temperature (SST), respectively. Although salinity re- sons among instruments with different hardware char-
trieval requires data on all three surface properties, acteristics difficult. This can be partly addressed by de-
here we focus primarily on the performance of the L- vising analysis techniques that account for complex
band radiometer. sampling sequences and that reduce the resulting per-

After 4 yr of progressive development and deploy- formance measures to standard time intervals for ex-
ments in a variety of estuarine and coastal ocean set- ample, standardizing Noise Equivalent Delta Tempera-
tings, it is timely to reexamine the original STARRS ture (NEDT) measurements to a 1-s interval (Good-
design (Fig. 1), discuss subsequent performance en- berlet and Mead 2006). Complications arise if the noise
hancements, and demonstrate its current capabilities, spectrum of a particular instrument is not 'White, " in
This is the primary goal of the paper. Increasingly, mi- which case the NEDT is an incomplete or misleading
crowave radiometer design features and functions that measure of relative performance. In this case, as we
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found while evaluating the original STARRS design, more tributed around the enclosure and the radome. These
general (e.g., spectral) performance measures are needed. regulate internal heaters to keep air temperatures in-

We first describe STARRS design improvements side the enclosure constant within a few degrees of an
relative to the SLFMR. We then evaluate STARRS above-ambient set point temperature (typically 400 and
initial performance in laboratory and field tests with 35C for the SLFMR and STARRS, respectively). The
respect to instrument calibration, sensitivity, and stabil- sensors also monitor the physical temperatures of criti-
ity. This analysis revealed the presence of 1/f noise. This cal components such as the receiver amplifiers, Butler
type of noise is not readily detected using traditional matrix, and hot and cold reference loads. Once warmed
performance criteria such as NEDT, which tend to em- up, the individual component temperatures remain
phasize short time scales. We then describe hardware steady to within less than VC, but mean temperatures
and software modifications made to reduce the noise of specific components may differ because of differen-
and evaluate the enhanced system using further labo- tial self-heating and internal temperature gradients.
ratory and field tests, and we also discuss more ad- Temperature gradients are usually more pronounced
vanced performance measures. Optimization of the inside the radome, which shields the thermally regu-
sampling control software is then considered. Finally, lated enclosure from the airstream. The various inter-
possible refinements to extend the range of applications nal temperatures are employed as independent vari-
and functionality of STARRS are discussed. The paper ables in the multiple regression procedure used to es-
concludes with a summary of the main design enhance- timate the L-band radiometer calibration coefficients.
ments of STARRS and the intended future develop- In this way, the effects of internal temperature varia-
ments and applications. tions on instrument response are compensated for dur-

2. Design considerations ing processing, thus ensuring a thermally stable re-
Both the SLFMR and STARRS have eight-beam, sponse.

BoththeSLFR an STRRShaveeigt-bam, The SLFMR possesses a single microwave receiver
vertically polarized L-band radiometers with a 64- Te S pusses aosinge m ic e raiver

element (8 X 8) antenna array and an 8-port Butler functioning as a pulsed noise injection Dicke radiom-

matrix beam former operating at 1.4 GHz with 24 MHz eter (Dicke 1946: Ulaby et al. 1981: Skou 1989). This

amplifier bandwidth (Fig. 1a; Table 1). The antenna polls the eight beams sequentially in the across-track

array, which operates interferometrically, is phased to direction. Burrage et al. 2002a give a more detailed

synthesize a single main beam antenna lobe in the description of the instrument design and present a func-

along-track direction and eight main lobes across track. tional simulation in MATLAB/SIMULINK (The

The beams have nominal half-power widths of 170 and Mathworks Inc.). Its 'balanced " negative feedback de-

150 along and across track, respectively, and point sign, implemented in hardware, effectively cancels in-

downward and to either side of the aircraft at incidence ternal receiver noise and amplifier gain variations at the

angles of -70, 22 0, 37 0, and 65 0 from nadir. Signals from expense of a factor-of-2 reduction in sensitivity in com-

the six inner beams have sidelobes with power at least parison with an ideal total power radiometer [Ulaby et

11 dB down in the across-track direction and at least 20 al. 1981, their Table 6.4 and Eq. (6.83)].

dB down in the along-track direction. The antenna ef- SLFMR performance has been evaluated both in the

ficiency is better than 90% within a sector smaller than laboratory and during field surveys conducted in the
1.25 times the half-power beamwidth (--20'). Given United States and Australia (Miller et al. 1998: Miller

that salinity differences between the main beam and 2000; D'Sa et al. 2001: Goodberlet et al. 1997; Burrage
sidelobe fields of view are usually small (less than -5 et al. 2002a,c, 2003; Prytz et al. 2002). For the Austra-
psu, even in frontal areas), antenna performance is lian SLFMR, Burrage et al. (2002b) estimated the ef-
quite adequate for salinity mapping purposes. The six fective radiometric sensitivity, or single-sample NEDT
inner beams are, hereafter, labeled sequentially left to (at 0.5-s sample intervals), at 0.5 K with a daily calibra-
right: 3L, 2L, IL, IR, 2R, and 3R. The outer two 650 tion drift of _+1.5 K, based on the manufacturer's cali-
beams, 4L and 4R, exhibit poor sidelobe performance bration formula. This corresponded to an estimated sa-
and are not used. linity precision and an accuracy of 1 and 3 psu, respec-

In both instruments, the L-band radiometer elec- tively. Field data exhibited significant variations in
tronic components are housed in a thermally insulated mean brightness temperature levels on adjacent beams
and regulated stainless steel enclosure, the lower sur- caused by beam calibration errors. These errors mani-
face of which forms a ground plane supporting the an- fested as fluctuations in the overall salinity levels and as
tenna elements inside a fiberglass radome. Integrated stripes in the resulting maps. Prytz et al. (2002) reduced
controllers sense temperature by using thermistors dis- them by including the Butler matrix physical tempera-
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ture among the calibration independent-variables and 3. Preliminary performance assessment
by calibrating over the full range of internal instrument STARRS was first flown operationally in the north-
variations, including the instrument warm-up phase. er Gulf of Mexico, as part of the NRL Coastal Buoy-
Analyzing field data from the U.S. SLFMR, Burrage et an Jet oJ ex prt oetNRL conuted Buoy

ancy Jet (CoJet) experiment, Co Jet-IV, conducted 744
al. (2002c) found that significant variations in beam October 2001, with passes over an oceanographic re-
calibration offset between missions (typically 1-3 K). search vessel and instrumented buoy. The L-band radi-
Both the U.S. and Australian studies (Burrage et al. ometer appeared to perform satisfactorily. However,
2002c: Prytz et al. 2002) concluded that laboratory and unexpectedly large signal variations hindered attempts
sky calibrations were needed before and after each mis- at field calibration, and at that stage it was not obvious
sion to account for calibration drift. Despite its modest whether these fluctuations were environmental or in-
sensitivity and drift susceptibility, the SLFMR pro- ternal to the aircraft and/or instrument. Scheduling
duced useful oceanographic information in settings pressures did not allow this issue to be addressed before
with a wide dynamic range in salinity (Burrage et al. the instrument was shipped to Europe to be flown on a
2002c). Its performance thus provided a useful bench- different type of aircraft, as a key component of the
mark for evaluating STARRS. European Space Agency's EuroSTARRS experiment.

In contrast to the SLFMR. the STARRS L-band ra- The experiment deployed STARRS to generate air-
diometer is a true multichannel instrument with six re- borne remote sensing data for testing soil moisture and
ceivers, each dedicated to measuring microwave bright- SSS retrieval algorithms, in preparation for ESA's
ness temperature T, from one of the six inner beams SMOS satellite mission. Unfortunately, STARRS sig-
(Fig. Ib). Assuming uncorrelated beam signals, this de- nal variations remained high, even over areas that in
sign change alone yields a theoretical I/X/6 improve- situ ship and buoy data showed were relatively homog-
ment in instrument sensitivity, because the signals from enous, indicating that sensitivity was compromised by
each of the beams can be observed simultaneously, ob- noise. The noise problem, independently identified by
viating the need for polling. To further optimize the our European colleagues, became obvious during sub-
noise performance, Hach (1968) instrument principles sequent field data analysis (Wesson et al. 2003). A cru-
were implemented in STARRS. This contrasts with the cial aspect of this analysis, confirmed by laboratory
Dicke design used in the SLFMR (Burrage et al. tests, was that the noise could not be removed without
2(X)2a). Because the Hach design can be partially imple- excessive averaging, which compromised spatial resolu-
mented in software, averaging times for observing the tion. The remainder of this section describes the per-

antenna and reference load brightness temperature sig- formance and noise characteristics of the instrument at

nals can be varied to optimize the sensitivity. A key that point in its development. The subsequent section

assumption made in the original STARRS design setup shows how the issue was resolved. (The reader wishing

is that the reference loads (noise sources) are suffi- to skip the details of the instrument's preupgrade per-
ciently stable, such that the observing (sampling and formance in an initial reading can proceed directly to

averaging) time of the antenna signal can be increased section 4.)

in relation to that of the reference noise signals, which a. Performance assessment in laboratorY
improves the NEDT. As we shall see later, this assump-
tion is not generally valid, due more to the deleterious 1) INSTRUMENT CAI.BRATION
effects of receiver noise and gain variations than to drift The calibration procedure (ProSensing Inc. 2(X)l) is
in reference noise temperatures or inaccuracies in the effectively a two-point calibration with ambient (labo-
measurement of the physical temperatures. ratory) and cold (sky) reference brightness tempera-

Unlike the SLFMR and classic Hach designs that use tures, T,,,, compared to observed target brightness tem-
hardware feedback loops to cancel receiver noise and peratures, Th, measured by each beam over a range of
amplifier gain variations, STARRS performs this func- internal component temperatures. Internal tempera-
tion in software (a term which, henceforth, may include tures include the warm and hot load physical tempera-
programmable firmware or embedded software). This tures (proportional to their brightness temperatures to
greatly enhances sampling flexibility, allowing the noise a good approximation) and the antenna feed tempera-
performance to be optimized. As we show later, a draw- ture, computed as the mean temperature from four
back of this approach not found in analog systems like thermistors distributed around the radome. The inter-
the SLFMR is that the chopping rate is limited by the nal temperatures are used as independent variables in
analog-to-digital (AD) conversion rate, which must be the calibration regression equation of T,,f versus Tb,
enhanced to realize optimal performance. together with the output voltage ratio
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TABLE 2. STARRS pre- and postupgrade sampling schemes. (columns 1-3) Number of samples and sampling intervals (cell upper).
total sample times (dwell in the postupgrade case) plus load switching overhead (middle). and those times expressed as a percentage
of the cycle time. (column 4) Chopping period (gamma calculation: upper), nominal sampling cycle time (middle). and the total
sampling time and overhead, expressed as a percentage of the cycle time.

Chop period cycle
Scheme Warm load Hot + warm load Antenna feed time percent 1(1%

Preupgrade
Repeats per cycle 2 2 4
Sampling 3 @ 0.46 s 3 @ 0.46 s 30 @ 0.46 s 0.46 s
Interval + overhead 1.4 + 5.8s 1.4 + 5.8s 13.8 + 0.46 s 85.84s
Cycle percent 3.3% + 13.5% 3.3% + 13.5% 64.3% + 2.1% 64.3% + 33.6%

Postupgrade
Repeats per cycle 1 1 I
Sampling 64 @ 0.0125 s 32 @ 0.0125 s 32 @ 0.0125 s 1.96s
Interval + overhead 0.8 + O.1s 0.4 + 0.1 s 0.4 + 0.16s 1.96s
Cycle percent 411.8% + 5.1% 2(.4% + 5.1% 20.4% + 8.29% 81.6% + 18.4%

-y = (Vw - Va)/(Vh - Vw), (1) (ProSensing Inc. 2001, their Table 4.1, p. 13), and on the
1-s Allan deviation from tests of about 20 min, sampledwhere Va, Vw, and Vh are output voltages when the a - nevl n odce tPoesn nJl

receiver views the antenna, internal warm load, and hot 2002 (ProSensing Inc. 2002). The NEDT values ob-

load, respectively. The calibration equation is ta0e wr en0.34 and . 2 0 . e pETv e The
tained were 0.34 and 0.38 - 0.08 K, respectively. The

T, = U,t + aIT. + a,,y + a3 YT11 + a4 TFE, (2) former value has been standardized to 1-s intervals to
match the latter by assuming a white noise process. The

where ao, a, a2, a., and a4 are calibration coefficients, latter showed significant scatter among the beams. This

T,, is the antenna brightness temperature, T., and T, probably arose, as later investigations revealed, from
are the physical temperatures of the warm and hot load, variable low noise amplifier (LNA) performance and
respectively (assumed to be linearly related to their residual flicker noise, which was evident despite the
brightness temperatures), TEE is the antenna feed tem- tendency of first differencing inherent in the Allan de-
perature, and -y is defined in Eq. (1). viations to remove short-term trends. The 60-s records

Theoretically, all receiver noise and gain variations were probably too short to reveal these effects, and
cancel out in -y. However, because the samples are se- both sets of results could be regarded as optimistic.
quential and of finite duration, these are effectively given the shortness of the tests.
eliminated only if the chopping period between an-
tenna and loads is shorter than the time scale of those 3) INSTRUMENT STABILITY

variations. STARRS was calibrated on 21 September When observed brightness temperature time series
2001 and 26 January 2002; dates spanning the Euro-2T01 andeploJanurym of0 23 Nvember2001.gthe Ti- from the laboratory and sky calibration conducted on
STARRS deployments of 17-23 November 2001. Typi- 26 January 2002 were examined, a quasi-periodic varia-
cal rms regression residuals of -0.8 K were obtained. lion with y q otowiha period of approximately 6 min appeared in
Calibration offsets changed by 2.5 to 11.8 K, depending both datasets. Once this characteristic process was
on beam, over the intervening 4-month period, while ' identified, we determined whether its source was exter-
calibration slopes a, and a3 changed less than 2.6%. nal (i.e.. generated in the laboratory or field environ-
Beam-averaged drift was thus 1.6 K month 1 . Euro- ment) or internal (i.e., generated by components orSTARRS investigators were provided with a time- me)oritna(..,geaedbcmpetso

component interactions within the instrument). Ob-
weighted linear interpolation of the two calibration co- served T time series from each STARRS radiometer
efficient vectors. beam in a 3-h laboratory test conducted on I May 2002

are shown in Fig. 2a (discussion of Fig. 2b and corre-
sponding panels of Figs. 3b, 4b is deferred until a later

The original estimates of system NEDT for STARRS section). This test was performed in the laboratory,
(Table 1) were based on standard deviations of 10 ran- with the instrument surrounded by microwave-absorb-
domly selected 60-s laboratory datasets, sampled at ing material and a grounded wire net (Faraday cage)
0.46-s intervals (Table 2) during an experiment per- isolating it from external electromagnetic fields. This
formed at ProSensing Inc. on 21 September 2001 clearly showed that the source of the noise problem was
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regular time base. (a) Preupgrade test of 14 Aug 2(02 STARRS
and (b) postupgrade 8.4-h laboratory test of 12 Nov 21103.

internal to the instrument. The possibility that the noise
originated from fluctuations in the internal tempera- and pervasive noise type4icker noise, also known as
tures, not fully compensated for by the calibration pro- brown " noise. It differs from white noise, which ex-
cedure, was first investigated. It was discounted be- hibits uniform power levels within the observed fre-
cause the thermistor data showed that the internal tern- quency band. While the variance of a stationary white
peratures increased gradually during the warm-up noise process falls as 1/N/ when filtered with a boxcar
phase and remained steady thereafter. They exhibited filter of length n samples, the variance of a 1/f-noise
no evidence of covariation with the observed brightness process falls off much more slowly. Consequently, reli-
temperature fluctuations. able estimates of brightness temperatures are only ob-

Power spectra obtained from the irregularly spaced tained (if at all) by long averaging times, which lead to
data from an even longer laboratory test (8.4 h) col- an unacceptable reduction in temporal, and hence spa-
lected on 14 August 2002 were computed using the tial, resolution. These effects are demonstrated by com-
Lomb-Scargle periodogram (Press et al. 1992). This puting the 'progressive variance " function. [Wesson et
handles irregularly sampled data and avoids the spec- al. (2003) first described this method in the caption to
tral distortions caused by interpolating at regular their Fig. 5, where it is referred to as a variant of the
sample intervals for conventional analysis. The spectra Allan deviation method.] This involves boxcar filtering
indicate that the process was relatively broad banded, a time series with progressively longer filters and cal-
with Tb exhibiting a distinctly 'red " spectrum with an culating its variance, and its square root, the standard
approximate 1/f spectral rolloff at higher frequencies deviation, as a function of filter length (Fig. 4a). This
(Fig. 3a). This is characteristic of a widely recognized performance measure may be contrasted with the 'tlas-
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sic" Allan deviation analysis, which computes the vari- a

ance of differences between terms in a time series that Apalachicola

are progressively farther apart-a method that tends to Government Bay

suppress short- to medium-term trends, which are pres- 21 FLORIDA Cut

ently our main concern (for more discussion of these 9 West
a0.

performance measures, see Goodberlet 2003, unpub-
lished manuscript: Goodberlet and Mead 2006). The _ '

adverse effects of the 1/f-noise processes are particu-
larly problematic in airborne data. The 6-min fluctua-
tions appear as large-scale (-30 km) spatial variations 295

in the observations for typical aircraft ground speeds of 29

90 m s-'. They cannot be distinguished from environ- 294 R . ,

mental variability, unless salinity gradients are quite Long[degl

large.
Subsequent field deployments were confined to areas SSS [psul

where strong salinity variations should be encountered.
Surveys planned for the Adriatic Circulation Experi- b

ment (ACE: Fig. 5b) and for two regions in the north- Po"

ern Gulf of Mexico (Apalachicola Bay, Fig. 5a; Missis- River,',"' [':',a ADRIATIC

sippi Sound, Fig. 6a: i.e., CoJet-V) were concentrated SEAIAT

near the Po River, St. George Sound, and Mobile Bay, ,

respectively, where the strong salinity gradients due to
river and estuarine sources would likely dominate vari- '.- J, Plume

ability induced by instrument noise. <

ITALY
b. Performance assessment in field

Analysis of the data from the EuroSTARRS, ACE,
and Apalachicola Bay/Mobile Bay surveys allowed Longldeq]

STARRS to be effectively evaluated in the field, so that
conservative performance criteria could be established. SSS [psul
Apalachicola Bay (Fig. 5a) and Mobile Bay (Fig. 6a),
with SSS contrasts of -15 psu, provided the least de- c
manding application, because relatively strong point
sources dominated variations produced by the internal GULF OF

noise. The performance of STARRS for these locations GASCOGNE

was acceptable. ACE (Fig. 5b), with -10 psu contrast,
provided an intermediate case, in which short-term 3 +/- su)
tre n d s a sso cia te d w ith th e n o ise w e re q u ite e v id e n t, A C O G:

though the gross characteristics (location and intensity) '5

of the Po River plume were quite well represented.
EuroSTARRS (Fig. 5c) provided the most severe test,
because the SSS gradients observed under the relatively Met Buoy
homogeneous open ocean conditions that prevailed , -V - - -

produced little salinity contrast (-1 psu), so that instru- Long deg

ment noise dominated the weak ocean salinity signal.
We concluded from preliminary analysis of these first 30 s 2

field deployments of STARRS that the instrument,

though functional, exhibited limited performance in FIG. 5. STARRS preupgrade SSS maps obtained in various re-
gions of high, medium, and low signal-to-noise ratio, respectively.

low-signal-to-noise environments. We further con- (a) Apalachicola Bay on 2 Aug 2002 showing plumes of estuarine
eluded that the original performance criteria (measures water emanating from passes during ebb tide, (b) northwestern
of NEDT and long-term calibration stability using re- Adriatic on 5 Oct 2002 showing Po River plume, and (c) Gulf of
peated calibrations before and after each mission) were Gascogne in the Bay of Biscay on 17 Nov 2001 showing SSS
inadequate, to the extent that they did not allow for the measurements over a relatively homogenous region (35 ± 0.5

psu). The STARRS data, adjusted to match coincident in situ data
(Etcheto et al. 2003) in the mean, show significant SSS variability
(--+ 5.0 psu) explained by internal instrument noise.
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20 a- receivers. This contrasted with the SLFMR design in

a5 MsisppiMobile which chopping was implemented synchronously in
3j Msun Bay hardware, but the beams were sampled sequentially,

_.. !using a single receiver. The original STARRS sampling
32 .- -7' . and chopping process was asynchronous, with a set of

rules and parameters implemented in firmware.
#g< I ~ The sampling scheme as implemented (Fig. 7a) con-

"" ,Chandaleur GULF OF MEXICO sisted of two subcycles of interspersed antenna and
30 Islands warm and hot load observations. The antenna was3O

S -55Lo - 584 80 2 7 [deg] sampled consecutively for periods of 13.8 s in 4 bursts

totaling 55.2 s in each 85.8-s measurement cycle (64.3%
of the cycle time in Table 2, column 4) at dwell times of10 15 20 39 3SSS [psu] 0.46 s (after analog filtering with a 1-s cut-off period).

In contrast, the loads were sampled for only 1.4 s in 2
b) bursts totaling 7.2 s with dwells of 0.46 s in each mea-

205 Mississippi Mobile
Sound Bay Msurement cycle. Chopping (i.e., computation of -y) was0) Sound ,, Bay

-, :carried out every 0.46 s using successive antenna

S% 'samples (when available) and linearly interpolated val-
.-- ues of the warm and hot-plus-warm load temperatures

2 - ,- and T. The interpolants were obtained from the

Chandaleur GULF OF MEXICO 1.4-s averaged samples acquired approximately twice
.. Islands per 85.8-s measurement cycle (because sampling was

-0 -95B6 -854 -882 -.5 78 -575 actually asynchronous, average timing values areLong [deg] shown). This was done to minimize overhead and maxi-

mize the time spent observing the antenna. It was jus-
2 5 20 ;5 122 31 tified by the assumed relative stability of the brightness

SSS [psul

FIG. 6. STARRS SSS maps showing estuarine waters in Mobile
Bay and Mississippi Sound and more saline water in the northern [a. STARRS Measurement Sub-cycle (Pre-Upgrade)
Gulf of Mexico. Mean beam salinities were adjusted to 25 psu in Warm Over Antenna Over Hot Over Antenna Over
both maps to facilitate comparison. (a) Preupgrade map obtained Load Head Head Load Head Head
on 12 Aug 2002 showing relatively noisy data and gaps due to N- N,[1]. 0 N 0 [ - .- 0
calibration delays and (b) postupgrade map obtained on 8 Jun NL NLIooo Nh U Na
2(X)3 showing reduced noise levels and no calibration gaps. dt ew dt ea dt eh dt ea

possibility that 1/f noise would compromise the perfor- b. STARRS Measurement Cycle (Post-U rade
mance and calibration accuracy. In the future, these Warm Over Hot Over Antenna Over
would be supplemented by measures such as progres- Load Head Load Head Head
sive variance and Allan variation plots (Wesson et al. NM ]Iioon Nfl]... Nfl J . [

2003; Goodberlet and Mead 2006), which better evalu- dit e,w dt eh dt ea
ate the instrument's short-term drift performance.

FIG. 7. STARRS sampling diagram for (a) preupgrade and (b)
postupgrade versions of STARRS. The target antenna and loads

4. STARRS upgrade are sampled at the fundamental sample interval dt. The number of
such samples is N, N,, and N, for the warm load, hot load, and

a. Chopping rate antenna targets, respectively. The corresponding overheads are
e, e, and e,, respectively. For each target i (= w, h, or a), the

In the original STARRS design, the chopping pro- voltages associated with the N, samples of length dt are averaged
cess was implemented entirely in software, through over a dwell time, N, dt. Two measurement subcycles are required
computation of the radiometer output voltage ratio -y in the preupgrade version to allow the load voltages to be inter-
[defined in section 3a, Eq. (1)]. This provided consid- polated. The measurement cycle in this case is of duration 2 [(N-,
erable flexibility in setting the relative times spent ob- + 2N + N,) dt + e, + 2e, + eh]. In the postupgrade case, it is dt
serving the antenna and the two internal loads. The (N + Nh + N,) + e. + e,, + eh.Parameter values (see Table 2)

are preupgrade: N, = Nh = 3, N a = 30, dt = 0.46 s, e. = e, = 6.0
resulting slower chopping rate was offset by faster si- s, and e. = 0.0 s; and postupgrade: N, = 64, N, = N,, = 32, dt
multaneous sampling of each beam using six dedicated 0.0125 s, e, = eh = 0.1 s, and e,, = 0.16 s.
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temperatures of the reference loads, which are ther- The specifications and internal functions of the third-
mally controlled, compared with the signal from the order sigma-delta AD converter used in the I/O board
antenna, which is subject to environmental variations, were examined to see if its performance was adequate.
However, the large overhead (33.6%) associated with More esoteric features, previously shown to influence
the reference noise samples produced "calibration" SLFMR performance, were also considered. These in-
gaps in the antenna data, evident as sampling breaks in cluded "box modes," which could be eliminated by
the preupgrade salinity maps (Figs. 5, 6a), and the separating and isolating key components, and "reen-
chopping rate was effectively limited by the sampling trant" filter responses, which could be avoided by care-
speed of the AD converter and processing software. ful choice of overlapping bandpass filter characteristics.
The load observations were interpolated to the times of Against this background, a test bench was set up in
the individual antenna samples to facilitate computa- ProSensing's laboratory to evaluate the response of a
tion of y at each 0.46-s sample interval, single STARRS receiver to a dummy load (effectively

Allowing user-specified parameters to determine the removing the antenna system as a possible source of the
length of each measurement subcycle and how long problem) and a new and faster I/O board was con-
particular components were sampled (e.g., antenna and structed to increase effective sampling rates and chop-
warm or hot load) makes the process harder to analyze ping frequency. Simultaneously with this effort, a
relative to conventional radiometers that chop at a con- SIMULINK (The Mathworks Inc.) simulation model of
stant rate with equal dwell times on the antenna and the test bench setup was created at NRL following
load (Goodberlet and Mead 2006). However, it allowed methods developed by Burrage et a]. (2002a) for the
the time spent observing the antenna brightness tem- SLFMR. This was used to help investigate the response
peratures to be deliberately increased relative to that of the instrument to various component noise charac-
spent observing the reference load brightness tempera- teristics and to guide problem solving conceptually.
tures, with the intention of improving sensitivity. The results of these investigations are summarized as

The realization that STARRS suffered from signifi- follows: the Vf noise generated by the detector and
cant internally generated l/f noise prompted a detailed video amplifier was assessed at well below the observed
reexamination of the receiver design and AD conver- noise levels, and thus it was negligible. Bit errors oc-
sion process. It also led us to adopt more comprehen- curring during AD conversion were a possible source of
sive radiometer performance criteria. Increasing the noise with a 1/f characteristic. Although the specifica-
chopping rate to remedy the 1/f-noise performance re- tions of the sigma-delta converter used in STARRS
quired faster sampling and AD conversion and imposed indicated it was unlikely to account for the observed
proportionally higher overheads for switching antenna noise, it was upgraded to a faster flash-type AD con-
and load voltages. Furthermore, overall noise levels verter to improve the sampling rate. The actual noise
seemed to be higher than expected, given the manufac- figures of the LNAs installed in the original STARRS
turer's specifications for key microwave components receivers were found to fall short of the manufacturer's
used in the receiver. specifications; replacement with a new type reduced

random receiver noise levels by a factor of 2, thus im-
proving sensitivity. Most significantly, it was realized

b. Receiver and sampling performance that trading off reference load observing time for
Accordingly, ProSensing investigated the perfor- longer antenna measurements within the measurement

mance of each receiver and redesigned the 1/O board to cycle significantly improved the NEDT, but ultimately
achieve faster sampling rates. A search of published compromised short-term instrument stability. While
literature and component manufacturer data sheets re- the assumption of reference noise brightness tempera-
vealed that 1/f noise is characteristic of a wide variety of ture stability over time scales of a few minutes is likely
natural and man-made systems and, in particular, of valid, it is not possible for the microwave receivers to
certain electronic components utilized in the STARRS measure these temperatures precisely at such time
microwave receivers. Attention was focused specifically scales, because of the effects of amplifier noise and gain
on the L-band RF amplifiers, which may be subject to variations. Accurate cancellation of brightness tem-
variations in noise figure and gain variations, and par- perature fluctuations because of such variations would
ticularly on the LNA, which is the critical first link in thus not be possible, even if the interpolated reference
any analog receiver amplifier chain. The square law load physical temperatures (measured by the tempera-
detector and video amplifier were also investigated, ture control system) were precise and -y was computed
and it was found that 1/f-noise generation is inherent in quite frequently (at 2.2 Hz in the original scheme, see
the silicon chip technology used in their construction. Table 2). Relatively frequent chopping using actual,
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rather than interpolated, reference load physical tern- TABLE 3. Std dev of STARRS calibrated T. for a microwave-

peratures was required. On the test bench, faster chop- absorber target at ambient temperature for beams 1-6 [3L, 2L. I L,

ping rates shifted the receiver noise behavior signifi- IR, 2R, and 3R]. (a) Preupgrade and (b) postupgrade.

cantly closer to theoretical l/n performance; that is, a. Std dev (K) for preupgrade test 01 May 2002

flicker noise was significantly reduced. To achieve such Beam Mean I-s std dev 12-s std dev 24-s std dev

rates in the complete multireceiver system, it was clear
that a mix of hardware (under firmware control) and 2 290.16 0.48 0.34 0.312 285.15 (0.47 0.37 0).35
software would be needed in preference to the pure 3 288.36 0.63 0.47 0.41

software approach adopted in the original design. 4 289.55 0.59 0.42 0.37

5 300.52 (0.53 (.38 0.35

6 260.49 1.48 0.39 0.37

5. Upgrade performance assessment N 1 12 24
Mean: 0.53 0.39 (.36

Based on the engineering assessments, all six receiv- 1-s std dev \IN 0.53 (.15 0.11

ers and a spare were modified by replacing the LNAs b. Std dev (K) for postupgrade test 12 Nov 2X)3
with new components having improved noise figures Beam Mean I-s std dcv (2-s std dcv 24-s stddev

(ProSensing Inc. 2003a). The Dicke switch was also re-
1 296.61 0.55 0.3 (1.24

placed with a lower loss unit. Finally, the first bandpass 2 296.37 (.54 (1.28 0.21

prefilter, which is used to eliminate radio frequency 3 296.56 0.51 0.3 (1.23

interference, was moved from the antenna input to a 4 296.69 0.5 0.27 0.2

point after the Dicke switch (Fig. lb). The effect of this 5 296.62 0.54 0.27 0.21

change was to eliminate out-of-band noise from the 6 296.64 0.5 0.27 1.2

warm and hot load signal inputs, in addition to the N 1 12 24
Mean: 0.52 0.28 0).21

antenna input. The new AD converter, which option- 1-s std dev I.N (.52 0.15 0.11

ally implements chopper filtering in firmware, was also
installed and the software was modified to accommo-
date new sampling modes and optionally faster chop-t P_STARRS sampling configuration yielded a I-s NEDT
ping rates. The results of tests described next indicate
that the system noise levels were significantly reduced. of 0 0.1 K that fell onl nu ofi -after 30 samples were averaged. Thus, the new configu-

ration when compared with the original exhibited a sig-
nificant reduction in thermal noise, with only modest

The performance of each of the newly modified re- data averaging.
ceivers in the test bench setup was found to meet up- To obtain more precise estimates of NEDT, we se-
grade requirements, so a full system test was conducted. lected longer records (3 h or more), and after removing
The upgraded instrument, with the newly modified re- a linear trend, we estimated their simple standard de-
ceivers integrated with the L-band antenna, was tested viation (Table 3). We did this for data interpolated and
in the laboratory by viewing a microwave absorber of resampled to 1-s intervals (column 3) and also for the
constant brightness temperature (-292 K) and collect- same data averaged over and resampled on 12- and 24-s
ing data over a 100-min period (ProSensing Inc. 2003b, time scales (columns 4, 5). The results of this analysis
their section 5.0 and Fig. 5.1). The new digitizer was show that the pre- and postupgrade 1-s NEDTs defined
configured so that brightness temperature measure- in this way are virtually indistinguishable, while the
ments were reported from each of the six receivers once postupgrade 12- and 24-s standard deviations are sig-
every 1.0 s, and system thermal regulation was acti- nificantly smaller, though not so small as would be pre-
vated. Data analysis indicated that the desired single- dicted for a theoretical white noise process.
measurement precision (NEDT) of 0.51 -+ 0.02 K was Thus, while the 1-s NEDT was similar after the up-
achieved. Computation of the Allan deviations (plot grade, the longer-term performance or stability over
not shown) revealed the extent to which the application periods of -10 s to several minutes or more was sub-
of progressively longer averaging periods led to a re- stantially improved. The relative constancy of the mean
duction in data standard deviation. The Allan deviation brightness temperatures for each beam in the postup-
fell below 0.1 K, when about 30 samples were averaged grade case also shows that the precision of the instru-
in succession. Furthermore, the Allan deviation fell to a ment calibration improved significantly.
minimum of 0.075 K after about 90 samples were aver- A dramatic improvement in performance is seen by
aged. In comparison, laboratory tests of the original comparing the time series obtained from the preup-
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grade 3-h test of I May 2001 (Fig. 2a), which shows the respect to NEDT using the procedure described by
quasi-periodic 6-min variability, with the postupgrade Goodberlet and Mead (2006).
laboratory test of 12 November 2003, which lacks this
feature (Fig. 2b). The Lomb-Scargle power spectrum of c. Postupgrade field tests
the uninterpolated data obtained 14 August 2002 (Fig. Field tests of STARRS. following the upgrade, were
3a) shows a characteristic red spectrum with a tendency conducted in Mississippi Bight and over Mobile Bay
of 1/f rolloff at frequencies above 4 X 1) 3 Hz (corre- and its entrance into the Mississippi Sound in the north-
sponding to periods less than 250 s). In contrast, the ern Gulf of Mexico during 5-8 June 2003. Test flights
spectrum from the 12 November 2003 test (Fig. 3b) over Mississippi Bight were conducted east of the
shows noise levels that are as much as 2 orders of mag- Chandeleur Islands (see Fig. 6 for location) in a region
nitude lower at lower frequencies, dropping to a white of relatively homogeneous SST and SSS conditions
noise 'floor" at frequencies above 5 X 10 - Hz (peri- (Fig. 8a). The flights were centered over NOAA
ods less than 2000 s, 33.3 min). The corresponding pro- weather buoy NDBC 42007, which provided in situ sur-
gressive standard deviation plots in Figs. 4a,b show that face temperature, wind, and wave data. Three flights
the preupgrade deviations closely follow the theoretical were conducted in the vicinity of the buoy on 6 and 7
1f pattern, while the postupgrade deviations more June 2003 under partly cloudy conditions, with a num-
closely approximate the theoretical white noise pattern. ber of transects at various altitudes and orientations
These results demonstrate that the upgrade has signifi- (generally, east-west, north -south, and either northeast
cantly improved the instrument performance over time or southwest). Some (outbound) transects were closely
scales extending from a few seconds to about half an repeated by flying along an approximately parallel
hour, so that target T, variations on even longer time track but in a reversed (inbound) direction.
scales can be more faithfully reproduced. Pairs of outbound and inbound transects were ap-

proximately parallel (Fig. 8a). To facilitate comparisons
between them, the data from both transects were pro-

In the original preupgrade version of STARRS, an- jected orthogonally onto a bisecting line lying equidis-
tenna sampling was interspersed with the warm and hot tant between and approximately parallel to these
load sampling, and the antenna samples were relatively transects. In a representative series of data from the
long. The averaged warm and hot load voltages were east-west transect pair obtained on 6 June 2003 (Fig.
linearly interpolated to the times of each fundamental 8b), it is evident that the larger features of a 5-km or
antenna sample, using data from two successive sub- longer scale observed on the outbound transect were
cycles to compute -y (see Table 2). In the postupgrade faithfully reproduced along the inbound transect, while
version, the warm and hot load average voltages are smaller-scale features on the order of 1 km were appar-
used to compute y directly at the end of each measure- ently dominated by residual noise, because the out-
ment cycle, without load voltage interpolation. The tar- bound and inbound values were uncorrelated. Differ-
gets are sampled rapidly at 0.0125-s intervals, and the ences on intermediate spatial scales might be explained
voltages are boxcar averaged to produce effective dwell by instrument drift, but could also be caused by actual
times of 0.4 s for the antenna and warm load and 0.8 s changes in sea surface conditions, such as advective dis-
for the hot load (Table 2: Fig. 7b). In the current imple- placements of a spatially varying SST and SSS pattern
mentation, chopping (y calculation) is performed in (e.g., due to wind or tide), and possibly changes in sea
software at 1.96-s intervals, without any interpolation, state, related to wind gusts.
The AD converter can be programmed to perform Statistics of the differences between the projected
chopping digitally in hardware, at a faster rate, but a outbound and inbound transect values (mean and stan-
significantly greater fraction of the sampling time is dard deviation) were also computed for each bisector.
then lost to load-switching overheads. The difference statistics (Table 4) reveal the extent to

More recent investigations (Goodberlet and Mead which the inbound and outbound transects differ from
2006) show there are significant uncertainties in mea- one another. Mean differences in microwave brightness
suring both the antenna and load brightness tempera- temperatures ranged in magnitude from 0.0 to 0.9 K
tures and that the optimal combination of antenna and with an overall mean of 0.4 K, while standard devia-
load dwell times for a two-load radiometer, such as tions, which are higher in the outboard beams because
STARRS, depends on the target temperature, or more of aircraft roll variations, ranged from 1.1 to 2.1 K with
precisely, its temperature relative to the load tempera- a global value of 1.7 K. The along-track mean salinity
tures. In the upgrade case, the dwell times and chop- differences for the six beams, which have been cor-
ping period presented in Table 2 were optimized with rected for roll variations, ranged in magnitude from 0.0
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3 3(aTABLE 4. Difference statistics of T, and SSS for STARRS flight
(a) SSS [psu] over Mississippi Bight on 6 Jun 2003 from nearly parallel east-

32-2 west transects.

R 31 I " - Beam Mean 7 Mean SSS Std dev Std dev

-" N number (K) (psu) (K) Tb (K) SSS (psu)B is.2ector- -----------Bisector 1 0.75 1.16 2.)6 1.95

GULF OF MEXICO 2 0.85 1.36 2.03 2.59
24 9 - 3 0.56 -0.82 1.1 1.55-844 -8902 -9 88 8 16 884

Ln [e]4 0.17 -0.24 1.21 1.67
5 -1.01 0.11 1.83 1.47

6 0.05 0.03 1.97 1.91
7 19 2, 23 2 2 2 3' '3 35 Overall 0.4 -0.57 1.7 1.9

SSS [psu]
40

35 , surface roughness due to wind and errors in measuredE  
30 ... r r",a ' ' ,. '
25 K- or modeled environmental influences on emissivity

N 40 (other than SST and SSS) such as incidence angle, or by
E 30 instrument noise. In any case, the statistics indicate the

25 degree to which noise might dominate the signal at time

40 (and length) scales that were problematic prior to the
E 30 upgrade. They also give an indication of the reliability25

40 of the measurements over intermediate observational
35 time scales (-minutes) and an estimate of the com-E 30

co 25 bined environmental and instrumental error (sampling

Ln 40 error) experienced in the field.
F35
254........ 1) FIELD NEDT

¢)40
35

F 30 We can use field data obtained over relatively homo-
25 geneous regions to compute an approximate value for

0 5 10 15 20 25 30 35 40 NEDT, while recognizing that environmental variabil-
Distance along bisector [km] ity and errors in environmental corrections will tend to

FIG. 8. (a) One of three postupgrade SSS maps obtained in a inflate the value above what would be obtained under
star-shaped flight pattern over Mississippi Bight during 6-7 Jun controlled conditions in the laboratory. Consequently,
2(X13. Some tracks were closely repeated by flying parallel in the a field-derived NEDT will yield a useful upper bound
reverse direction. (b) Spatial series of data appearing in the east-
ern east-west segment in (a). The data were projected onto the to estimates that would be obtained in laboratory cali-
bisecting line, plotted as a function of distance along that line, and brations, which do not account for interfering factors
analyzed statistically (see Table 4). Outbound tracks (blue) and such as aircraft influence on sampling noise and an-
inbound tracks (red) show good agreement on scales on the order tenna pattern.
of 5 km or longer, while fluctuations on scales on the order of 1 Taking the first spatial difference in the along-track
km are mostly uncorrelated. direction of the (across track) differences between the

inbound and outbound transects eliminates temporal
to 1.4 psu with a global mean (combining all beams) of and spatial trends and gives an indication of the short-
0.6 psu, and the standard deviations ranged from 1.5 to term noise levels, and thus of the effective NEDT, as
2.6 psu with a global value of 1.9 psu. Because the realized in the field. If this is done for 6 June 2003, then
infrared radiometer is nadir viewing, beam-to-beam data values on the order of 1.5 K are obtained. How-
SST differences are not meaningful, so they are not ever, these values are essentially raw brightness tem-
shown. The global mean SST difference of 0.015'C and peratures, without any correction for aircraft attitude
global standard deviation of 0.2'C indicate only minor and environmental influences. A better estimate can be

contributions to the salinity differences, through their obtained by computing what we term the nadir equiva-
effects on the emissivity model function (Klein and lent brightness temperature, as follows: raw Tb values
Swift 1977) and hence on brightness temperature val- are used together with SST to compute SSS using the
ues, T,. The differences may be caused by actual salin- emissivity model function (Klein and Swift 1977) and to
ity changes (e.g., due to tidal advection), changes in apply corrections for aircraft roll and environmental
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31 7 Paos within 1 week of the experiment, and on 20 November
-31 8 "goon ...... i. 2003, about 6 months later, and the resulting calibrated
-31 , brightness temperatures were compared. The change in
-32,0 mean Th for each of the six beams ranged from -2.26 to
-32 1 1.24 K, and the overall mean changed by -0.85 K, a

Q , drop of less than I K over a 6-month period. If linear,
this suggests a calibration drift of about 0.38 K month 1

-J -323 o eal o tper beam, and about 0.14 K month overall, a month
-324 being a typical time delay between field deployment
325 Patos Plume ATLNTIC and laboratory calibration, accounting for overseas
-326 ishipping and installation delays. This may be compared
-327 with the beam-averaged calibration drift of 1.6 K

-524 -522 -52 -51,8 -51 6 -514 -51.2
Long [degi month-' estimated for the preupgrade period spanning

EuroSTARRS.
11 105 110 115 As a final qualitative field test of the instrument,

TB [K] STARRS was flown in a mapping flight over Mobile
Fi(;. 9. Postupgrade STARRS survey of estuarine plume from Bay (Fig. 6b). This flight followed a set of transects

Patos Lagoon obtained on 1 Sep 2W03. Equivalent nadir-view T, similar to that used during the CoJet-V flights con-
(K) is computed using environmentally and roll-corrected SSS ducted on 12 August 2002, prior to the upgrade (Fig.
and SST. Unmodeled environmental effects and instrument noise 6a). After adjusting the mean salinities on each beam to
remain. The std dev of 0.7 K (equivalent I-s NEDT 09 K) ob-
tained from data falling inside the red box places an upper bound
on instrument sensitivity in the field, maps reveals that noise levels have been significantly

reduced, both on short and medium time scales. In the
later flight, there are no calibration gaps, there is little

influences such as atmospheric 02 absorption. The evidence of along-track variations in salinity due to
emissivity model is then used to invert the SSS and SST noise, and beam-to-beam biases estimated prior to the
values to equivalent T, values for a zero-incidence mean adjustment are small. The majority of the varia-
angle (nadir) view. The resulting Tb values are thus tion is spatially coherent and appears to be associated
corrected for beam geometry and known environmen- with large-scale salinity variations, which suggests that
tal influences, but variability remains because of un- the variations are real.
modeled environmental influences and instrument
noise. Nadir-view T, values in the relatively homog- 6. Discussion
enous area enclosed by the frame for the Patos Lagoon
outflow plume survey (Fig. 9) yield an overall Tb stan- The completed STARRS L-band radiometer up-
dard deviation of 0.7 K for a 1.8-s median sample in- grade involved enhancements to both the individual mi-
terval. The corresponding 1-s NEDT is 0.9 K. This is crowave receivers and the AD conversion hardware
larger than but close to NEDT values computed in the and firmware. Laboratory tests revealed a significant
laboratory, showing that a near upper bound to NEDT improvement in instrument noise performance on time
can be obtained from field data gathered in relatively scales of 2-400 s, while stability over the problematic
homogenous regions, if nadir equivalent brightness intermediate time scales of several minutes was dra-
temperatures are first computed. This is a useful per- matically improved. The improvement in stability was
formance measure because it is obtained under opera- obtained, according to at least one estimate, at the cost
tional conditions that cannot be reproduced in the labo- of a marginal deterioration of the 1-s NEDT perfor-
ratory. Because it includes the effects of unmodeled mance. Field tests also demonstrated significant im-
environmental corrections, it is also a useful indicator provements in performance with respect to sensitivity,
of overall system performance. or NEDT, measured on 240-s time scales, and noise

spectrum, with close to 1/N/n variance scaling over a
time scale of a few seconds to tens of minutes.

2) CALIBRATION DRIFT The reduction in short-term noise fluctuations was
The field data can also be used to assess the magni- achieved by replacing the low- noise amplifiers in the

tude of calibration drift or stability. Data from the 8 receivers and by replacing or relocating other critical
June 2003 flight were processed using regression coef- front-end components. This, coupled with enhance-
ficients from laboratory calibrations on 30 May 2003, ments to the AD conversion processes and chopping
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procedures, resulted in a significant "whitening" of the Leaving aside possible future enhancements to the
noise spectrum and made medium time-scale averaging thermal regulation system, long-term stability and cali-
significantly more effective in removing noise. It largely bration drift have improved as a result of the hardware
eliminated incoherent short-term drift in the observed upgrade, as evidenced by reductions in calibration re-
brightness temperatures measured by each of the gression residuals and more constant calibration gain
beams. Optimization of the dwell time used for sam- and offset coefficients. This could be partly due to im-
pling the antenna and reference load signals further proved statistical reliability in the calibration proce-
enhanced performance. dures resulting from the enhanced noise performance.

All these improvements were achieved without In any case, improved noise performance has resulted
changing the thermal regulation of the instrument, in more consistent calibrations of STARRS, with esti-
demonstrating that the performance of that subsystem mated beam calibration drifts of better than 0.4 K
was neither a factor in the appearance of the spurious month - '. Despite this improvement, pre- and postcali-
fluctuations nor in their remediation. While good ther- bration for missions of several days' duration are still
mal regulation is desirable in most radiometer systems considered desirable to monitor possible calibration
and applications, careful calibration using the internal changes.
temperatures of the system as independent variables in
determining the calibration coefficients can effectively 7. Conclusions
compensate for fluctuations in these variables. Pres-
ently, internal temperatures are sampled at 30-s inter- Prior to the recent hardware and software upgrades,
vals and resolved digitally to 0.05'C. Calculations based successful applications of STARRS were confined to
on the calibration coefficients indicate that internal coastal survey regions exhibiting strong salinity gradi-
temperature measurement errors of 0.1°C could pro- ents, such as those found in the tidally dominated
duce comparable brightness temperature errors of 0.1 plumes emanating from Apalachicola Bay and from
K. Thus at its current sensitivity level of 0.52 K Mobile Bay in the vicinity of its entrance into Missis-
(NEDT), STARRS performance could benefit from sippi Sound and Mississippi Bight. Application to map-
improved resolution of the internal temperatures. Drift ping of the Po River outflow in the northern Adriatic
in the calibration of the internal temperature sensors, was also successful, though marginally so in certain ar-
which once installed are difficult to calibrate individu- eas. Moderately high levels of medium-term drift (V!f
ally, could contribute to long-term instrument calibra- noise) were experienced in all the receivers. The suc-
tion drift. Drift due to such factors as thermistor aging cessful upgrade expanded the range of applications of
and vibration can best be mitigated by routine calibra- STARRS to oceanographic situations commonly en-
tion of the entire radiometer. Nevertheless, improve- countered on the outer continental shelf. Here, circu-
ments are possible: the calibration method, which in- lation is influenced by large-scale estuarine inputs, up-
volves allowing the instrument to warm and cool while welling driven by along-shelf wind fluctuations or me-
observing each target, is problematic because internal soscale eddies for which typical salinity gradients are
temperatures tend to covary. This can make reliable significantly lower.
regression coefficient determination difficult: the tem- STARRS was recently deployed in such a setting as a
peratures are not truly independent, so the regression component of the Plata project (Perez et al. 2006). The
matrix tends to be ill conditioned. Methods to differen- upgraded instrument was mounted on a Uruguayan Air
tially heat and cool individual components during cali- Force Casa 212 aircraft and successfully used to map
bration could be employed to produce a wider spread the La Plata River plume during August-September
of variable values to alleviate this problem. It is also 2003, within a zone extending from Mar del Plata, Ar-
difficult to avoid internal temperature gradients during gentina, to Florianopolis, Brazil, from the coast to be-
operation, considering the differing thermal character- yond the 200-m isobath. Analysis of the data shows
istics of the various components and the proximity of generally low noise levels, with no indication of me-
the cold airstream passing the radome. Precise internal dium-term drift associated with I/f noise. Furthermore,
temperature calibration and equilibration is thus not when STARRS was recalibrated in mid-November, af-
possible. Methods to actively circulate air within the ter the Plata experiment, the calibration had changed
instrument enclosure could be considered to reduce little from that obtained in late May, immediately after
these gradients. However, care would be needed to the upgrade. This confirms that the long-term stability
avoid temperature fluctuations due to turbulence and of the instrument has also been improved, or at least is
electrical interference or external heating caused by the more readily apparent, because of the lower noise lev-
circulation system. els and more reliable calibration.
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The improvements in STARRS sensitivity on time bed" for the development and validation of satellite
scales longer than 1 s allow other sources of error in SSS missions already exploited during the Euro-
salinity retrievals, which have previously been below STARRS mission and prior to the current hardware
the noise level, to be addressed. At the level of sensi- upgrade can also be expanded in the period leading up
tivity now achievable with STARRS, sea surface rough- to and immediately following the launch of the SMOS
ness effects on L-band emissivity, which were detected and Aquarius missions currently being planned by ESA
before the upgrade during EuroSTARRS (Gabarr6 et and NASA, respectively.
al. 2(.)03: Etcheto et al. 2004), can be more precisely
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